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  Divide-And-ConquER 

• Choose four sections from article as training samples to reduce noise
• Use ROUGE-L score to match reference summary with these sections
• Use Pointer Generator as the summarization model

(Abstract, 
Introduction)

(Abstract, 
Methods) Pointer-Generator

Extract using 
ROUGE-L score

-1-

ABSTRACT

Training



Summary of 
Conclusion

Summary of ResultsResults

Conclusion

  Divide-And-ConquER 

Introduction

Methods

Summary of Intro

Summary of Methods
FINAL SUMMARY

Pointer-Generator

Divide Conquer

-2-

ARTICLE

Testing



Pointer Generator

-3-



Initial Results on ArXiv Dataset

● Training Data: 8000 articles from 
Arxiv, 

● Testing/Validation: 1000 each. 
● Initial epochs: 50,000 iterations, with 

coverage turned on after 40,000 
iterations.
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Initial Results cont’d - Example
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Q&A
What we have taken for this project :

- DANCER framework
- ROUGE-LCS

- Pointer-Generator

- Results


